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« Sequence labeling, MT, transliteration, ASR, consensus finding, etc. l l l
« Often we use dynamic programming for this, but this can be exponentially expensive ' |
in the number of constraints. Shortest path " Shortest path " Shortest path
« Weighted finite state automata (WFSAs) are a fairly general encoding of how well Intersect l

strings are scored under a model. The intersection of two or more WFSAs yields a

WFSA which accepts strings with the combined score across all of the WFSAs. X4 X2 X3

» Intersection is expensive — intersections produce automata whose size increases F1nF2nF3 argmmZkak+>\k 7(5,;,{;)
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- Dual decomposition allows us to reformulate this so that we find the best string in l La_granglan dual G is an n-gram WFSA
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» This decomposition is valid if we add agreement constraints requiring that each of the
WFSAs output the same string. argmin »  Fi(x) | Update A ||

» Solving for each WFSA under these constraints can still be done efficiently and e : B | Lagrange multipliers A
independently if we relax the constraints with Lagrange multipliers. primal Solution x Outputs agree? Make more features! encourage strings to agree on

(Use longer n-grams) n-gram feature vector y(x)
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* We solve the Lagrangian dual with a subgradient ascent algorithm. The dual function
is convex and lower bounds the primal, thus if we converge to a feasible solution in the (
dual, we know we have found the global optimum of the primal. Example: intended

Future work: MAP inference in graphical models over strings (Dreyer&Eisner 2009). Solution x indénted

« Agree on counts of 2-grams ‘en’, ‘te’, ‘de’.
» But disagree on counts of 3-grams ‘ten’, ‘end’, ‘den’, etc.
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