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TEXT-DRIVEN 
PUBLIC HEALTH

Let’s look at some examples!



Important public health task: disease surveillance

Many health agencies do flu monitoring
• But reports have a delay of ~2 weeks

TEXT-DRIVEN 
PUBLIC HEALTH FLU MONITORING



Tracking the spread of influenza through tweets:

TEXT-DRIVEN 
PUBLIC HEALTH FLU MONITORING

Lamb, Paul, Dredze (2013) Separating 
fact from fear: Tracking flu infections 
on Twitter. NAACL.

Paul, Dredze, Broniatowski (2014) Twitter 
improves influenza forecasting. PLOS 
Currents: Outbreaks.

Broniatowski, Paul, Dredze (2013) National and local influenza 
surveillance through Twitter: An analysis of the 2012-2013 
influenza epidemic. PLOS ONE 8(12): e83672.

Paul, Dredze, Broniatowski, Generous (2015) Worldwide 
influenza surveillance through Twitter. AAAI Workshop on the 
World Wide Web and Public Health Intelligence.

CS

CS
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Air pollution in China

Public health tasks:
• Measure pollution levels
• Identify health effects
• Understand public response

TEXT-DRIVEN 
PUBLIC HEALTH AIR QUALITY



Monitoring air pollution through social media:

Wang, Paul, Dredze (2015) Social media as a sensor of air quality and 
public response in China. Journal of Medical Internet Research.

TEXT-DRIVEN 
PUBLIC HEALTH AIR QUALITY



New trends in drug use
• Record numbers of new drugs recently
• Health officials can be years behind

TEXT-DRIVEN 
PUBLIC HEALTH DRUG USE



Analyzing online forums:

TEXT-DRIVEN 
PUBLIC HEALTH DRUG USE

Paul, Chisolm, Johnson, Vandrey, Dredze (in preparation) 
Who participates in online drug communities? A large-
scale analysis of demographic and temporal trends.

Paul, Dredze (2013) Summarizing drug 
experiences with multi-dimensional topic 
models. North American ACL (NAACL). CS



Understanding healthcare quality from online reviews:

Text from reviews is 
significantly predictive 
of external measures 
of healthcare quality 

TEXT-DRIVEN 
PUBLIC HEALTH

HEALTHCARE 
QUALITY

Wallace, Paul, Sarkar, Trikalinos, Dredze (2014) A large-scale 
quantitative analysis of latent factors and sentiment in online 
doctor reviews. Journal of the American Medical Informatics 
Association 21(6), 1098-1103.

Paul, Wallace, Dredze (2013) Analyzing online doctor ratings 
with a joint topic-sentiment model. AAAI Workshop on 
Expanding the Boundaries of Health Informatics Using AI. CS



Paul, White, Horvitz (2015) Web search as medical 
decision support for cancer. WWW.

Many other applications:
• Air pollution in Chinese social media

• Health decision-making in search logs

• Public opinion in Twitter on public health issues:
• Gun control
• Vaccination
• Smoking

TEXT-DRIVEN 
PUBLIC HEALTH

Wang, Paul, Dredze (2015) Social media as a sensor of 
air quality and public response in China. Journal of 
Medical Internet Research.

CS

Benton, Paul, Hancock , Dredze (under review) A joint 
model of topic and perspective in social media. CS
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TEXT AS DATA

…



Structure of language:
• Morphology/strings

• Syntax/grammar

• Discourse/speech acts

• Topics/concepts

TEXT AS DATA NATURAL LANGUAGE 
PROCESSING

Paul, Eisner (2012) Implicitly intersecting weighted 
automata using dual decomposition. NAACL. CS

Darling, Paul, Song (2012) Unsupervised part-of-speech 
tagging in noisy domains with a syntactic-semantic 
Bayesian HMM. EACL Workshop on Social Media. CS

Paul (2012) Mixed membership Markov models for 
unsupervised conversation modeling. EMNLP. CS



Structure of language:
• Morphology/strings

• Syntax/grammar

• Discourse/speech acts

• Topics/concepts

TEXT AS DATA NATURAL LANGUAGE 
PROCESSING

Paul, Eisner (2012) Implicitly intersecting weighted 
automata using dual decomposition. NAACL. CS

Darling, Paul, Song (2012) Unsupervised part-of-speech 
tagging in noisy domains with a syntactic-semantic 
Bayesian HMM. EACL Workshop on Social Media. CS

Paul (2012) Mixed membership Markov models for 
unsupervised conversation modeling. EMNLP. CS



TEXT AS DATA NATURAL LANGUAGE 
PROCESSING

…

sick
sore

throat
feel
fever

flu

allergies
nose
eyes

allergy
allergic

sneezing

cancer
pray

surgery
hospital

pain
breast

hurts
knee
ankle
hurt
neck
ouch

ow
teeth
tooth

wisdom
toothache

dentist

body
pounds

gym
weight

lost
workout

…

…

…
Paul, Dredze (2014) Discovering 
health topics in social media using 
topic models. PLOS ONE 9(8).

Paul, Dredze (2011) You are what you 
tweet: Analyzing Twitter for public 
health. 5th International Conference on 
Weblogs and Social Media (ICWSM). CS



TOPIC MODELING

A topic model is a statistical model of text
ØWe pretend that our data (text) are the output of a 

probabilistic process that generates data
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Our imaginary process also needs to 
generate all these distributions
• We need a distribution over distributions

• Called a prior distribution
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Latent Dirichlet Allocation (LDA)
Blei, Ng, Jordan 2003

The topic and word distributions have Dirichlet priors

TOPIC MODELING PRIORS



Latent Dirichlet Allocation (LDA)
Blei, Ng, Jordan 2003

The topic and word distributions have Dirichlet priors

Standard topic models are often insufficient for particular 
applications
• We need richer structure

TOPIC MODELING PRIORS



TOPIC MODELING APPLICATIONS
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Paul, Dredze (2014) Discovering health topics in social 
media using topic models. PLOS ONE 9(8): e103408. 

Paul, Dredze (2011) You are what you tweet: Analyzing 
Twitter for public health. 5th International Conference on 
Weblogs and Social Media (ICWSM). CS
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About health issues Irrelevant to health

In general:
Topics can be organized in ways that are more 
interpretable to users



TOPIC MODELING ADDING STRUCTURE

Understanding healthcare quality from online reviews:
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Both have positive sentiment

Both about staff/office issues

Topics in online doctor reviews:
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Topics in online doctor reviews:
Staff/Office Personality Surgery

Positive time
staff
great
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feel
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office
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FACTORIAL LDA

A multi-dimensional topic model
Word distributions are grouped into different concepts
• e.g. sentiment and aspect

Paul and Dredze (2012) Factorial LDA: Sparse multi-dimensional text models.
Proceedings of Advances in Neural Information Processing Systems (NIPS). CS



FACTORIAL LDA DRUG DISCUSSIONS

Analyzing online drug forums:



FACTORIAL LDA DRUG DISCUSSIONS

3-dimensional model:
• Drug type
• Route of administration (i.e. method of intake)
• Aspect

Drug (22 total) Route Aspect
• Alcohol
• Amphetamine
• Cannabis
• Cocaine
• …
• Salvia
• Tobacco

• Injection
• Oral
• Smoking
• Snorting

• Chemistry
• Culture
• Effects
• Health
• Usage



FACTORIAL LDA DRUG DISCUSSIONS

Joint model with 3 factors:
• Drug type
• Route of administration (i.e. method of intake)
• Aspect

Each “topic” is a triple such as:
(Cocaine,Snorting,Usage)

coke
line
lines
nose
small
cut

(Cocaine,Snorting,Health)
nose
pain

damage
blood

cocaine
problem



FACTORIAL LDA DRUG DISCUSSIONS

Oral

ChemistryMarijuana

Suppose we want to model: (Marijuana,Oral,Chemistry)
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(    )
word distribution 
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FACTORIAL LDA DRUG DISCUSSIONS

We can use this model to extract specific information 
about new drugs
• e.g. dosage, desired effects, negative effects

“What is the dosage when taking mephedrone orally?”
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FACTORIAL LDA DRUG DISCUSSIONS

We can use this model to extract specific information 
about new drugs
• e.g. dosage, desired effects, negative effects

“What is the dosage when taking mephedrone orally?”

(     )Mephedrone
Oral 

Usage

If it is [someone who isn’t you]’s first time using 
Mephedrone [someone who isn’t me] recommends 
a 100mg oral dose on an empty stomach.

It is recommended by users that Mephedrone be 
taken on an empty stomach. Doses usually vary 
between 100mg – 1g.

Reference text:



FACTORIAL LDA SUMMARY

Word distributions are factored into multiple dimensions

Each topic prior is
informed by parameters
for each dimension

Staff/Office Personality Surgery
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TOPIC STRUCTURES FACTORIZATION
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TOPIC STRUCTURES FACTORIZATION
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TOPIC STRUCTURES

Generalization:
Components don’t need to be factored into groups.
They can feed into topics in many different ways!



TOPIC STRUCTURES

Tree Directed acyclic graph (DAG)

Weighted DAG



TOPIC STRUCTURES TREE
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TOPIC STRUCTURES (SPARSE) DAG
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SPRITE

Structured-prior topic models
A family of topic models in which the Dirichlet priors 
are functions of underlying components

Paul and Dredze (2015) SPRITE: Generalizing topic models with structured priors. 
Transactions of the Association for Computational Linguistics (TACL) 3: 43-57. CS



SPRITE

SPRITE generalizes many existing topic models:

Model Document priors Topic priors

LDA Single component Single component

SCTM Single component Sparse binary �
SAGE Single component Sparse !
FLDA Binary � is transpose of � Factored binary �
PAM ↵ are supertopic weights Single component

DMR ↵ are feature values Single component



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

 
φiv = exp( βicc=1

C (φ )∑ ω cv )

 φi ~ Dirichlet( φi )

ω1 ω2 ω3 ω4 ω5

β

φ7φ2 φ4 φ5φ3 φ9φ8φ1 φ10φ6

distribution over words in ith topic



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

φ1

exp(β11 × + β12 × +β13 × + β14 × + β15 × )



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

φ2

exp(β21 × +β22× +β23× + β24 × +β25 × )



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

We can induce different structures by constraining the values of β

ω1 ω2 ω3 ω4 ω5

β

φ7φ2 φ4 φ5φ3 φ9φ8φ1 φ10φ6



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

β

φ7φ2 φ4 φ5φ3 φ9φ8φ1 φ10φ6



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

φ1

exp(1× + 0× +0× + 0× +0× )



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

φ2

exp(0× + 0× +1× + 0× +0× )



SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

ω1 ω2 ω3 ω4 ω5

Tree: Each topic’s β vector is zero in all but one component

β

φ7φ2 φ4 φ5φ3 φ9φ8φ1 φ10φ6



ω5ω4ω3ω2ω1

SPRITE DEFINITION

The priors over word distributions are weighted 
combinations of components:  

Factorization: Like a tree, but a nonzero component in each factor

β

φ7φ2 φ4 φ5φ3 φ9φ8φ1 φ10φ6



SPRITE SUMMARY

• Organizes topics in a variety of useful ways
• Can be tailored toward different applications

• Generalizes many topic models
• While opening up new possibilities

• Allows practitioners to make sense of big text data
• Can drive new scientific research



MOVING FORWARD



MOVING FORWARD



MOVING FORWARD BETTER MODELS

Text data NLP External data

Modeling Validation



MOVING FORWARD BETTER MODELS

Text data NLP External data

Modeling Modeling



MOVING FORWARD BETTER MODELS



Challenges with big models:
• Spurious correlations between text and datasets

Modeling flu prevalence
in Twitter:

MOVING FORWARD BETTER MODELS

flu
sick

swine
shot

cancer
fever
h1n1

#beatcancer
better
getting
home

halloween
breast



Challenges with big models:
• Spurious correlations between text and datasets

Modeling flu prevalence
in Twitter:

MOVING FORWARD BETTER MODELS
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Covariance
prior:



Challenges with big models:
• Spurious correlations between different datasets

MOVING FORWARD BETTER MODELS



Challenges with big models:
• Spurious correlations between different datasets

• Need models with domain expertise
• Opportunities for interactive machine learning

MOVING FORWARD BETTER MODELS



Challenges with big models:
• Solutions: language structure and human feedback

MOVING FORWARD BETTER MODELS



MOVING FORWARD



MOVING FORWARD NEW QUESTIONS

What happens when this article gets published?



MOVING FORWARD NEW QUESTIONS

What happens when this article gets published?



MOVING FORWARD NEW QUESTIONS



MOVING FORWARD NEW QUESTIONS



MOVING FORWARD NEW QUESTIONS

Wallace, Paul, Elhadad (2015) What predicts media coverage 
of health science articles? AAAI Workshop on the World 
Wide Web and Public Health Intelligence. CS



There’s no end to exciting questions we can ask of 
big, open data

We need methods to link what people are saying on 
the web with real-world trends

This requires advancements at the intersection of 
language processing and data science

MOVING FORWARD SUMMARY



Flu:
• David Broniatowski
• Andrea Dugas
• Nicholas Generous
• Alex Lamb
• Michael Smith
Medical search:
• Eric Horvitz
• Ryen White
• Janice Tsai
• Sara Javid
• Luis Diaz

Air pollution:
• Shiliang Wang
• Angie Chen
• Brian Schwartz
Doctor reviews:
• Byron Wallace
• Urmimala Sarkar
• Thomas Trikalinos
Drug forums:
• Meg Chisolm
• Matthew Johnson
• Ryan Vandrey

THANK YOU WITH HELP FROM:

Advisors: Mark Dredze, Jason Eisner
Funding: Microsoft Research, NSF, JHU Dean’s office
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THANK YOU QUESTIONS?





MOVING FORWARD MORE DATA

…

“What opinions are people tweeting 
about gun rights?”

…



MOVING FORWARD MORE DATA

Sprite can model this!
We created a structured prior that incorporates 
geographic data about gun ownership
• Certain topics have a

higher/lower prior
depending on whether a
tweet is from a high/low
gun ownership state

Benton, Paul, Hancock, Dredze. 
A structured model of topic and 
perspective in social media. 
Submitted to ICWSM. CS



MOVING FORWARD MORE DATA

Sprite can model this!
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This topic is associated with high gun ownership:

MOVING FORWARD MORE DATA

guns
’merica
truck
shoot
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day
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season
friends



This topic is associated with high gun ownership:

MOVING FORWARD MORE DATA

guns
’merica
truck
shoot
deer

hunting
day
beer

season
friends

Probably also associated with:
• Population density
• Political affiliation
• …





MOVING FORWARD





FACTORIAL LDA DEFINITION

Prior for triple (i,j,k):

In general, prior for tuple t:

 
φ(i, j ,k )v = exp(ω iv

(drug) +ω jv
(route) +ω kv

(aspect ) )

 φ(i, j ,k ) ~ Dirichlet(
φ(i, j ,k ) )

 φt ~ Dirichlet(
φt )

 
φtv = exp( k=1

K∑ ω tkv
(k ) )

distribution over words for this triple



SPRITE DEFINITION

 
φiv = exp( βicc=1

C (φ )∑ ω cv )

 
θmi = exp( αmcc=1

C (θ )∑ δ ci )
 
φtv = exp( k=1

K∑ ω tkv
(k ) )

 
θm

t = exp( k=1

K∑ αm

tk
(k ) )

Recall (FLDA):

βi has one value of 1 in 
each factor; 0 elsewhere

𝛿c is transpose of βi



SPRITE DEFINITION

 
φiv = exp( βicc=1

C (φ )∑ ω cv )

 
θmi = exp( αmcc=1

C (θ )∑ δ ci )
 
φtv = exp( k=1

K∑ ω tkv
(k ) )

 
θm

t = exp( k=1

K∑ αm

tk
(k ) )

Recall (FLDA):

βi has one value of 1 in 
each factor; 0 elsewhere

𝛿c is transpose of βi



SPRITE DEFINITION

Suppose we want to model how perspective
influences topics
• e.g. certain topics are “pro” or “anti” gun control

A single-component SPRITE model:

 
φkv = exp(rkω v )

The kth topic’s 
perspective association

The v th word’s 
perspective association



SPRITE DEFINITION

Suppose we want to model how perspective
influences topics
• e.g. certain topics are “pro” or “anti” gun control

A single-component SPRITE model:

 
φkv = exp(rkω v )

 
θmk = exp(αmrk )

The mth document’s 
perspective association

The kth topic’s 
perspective association

The v th word’s 
perspective association

A positive rk means:
• Words with positive ωk are 

more likely in topic k
• Topic k is more likely in 

documents with positive αm



SPRITE DEFINITION

Suppose we want to model how perspective
influences topics
• e.g. certain topics are “pro” or “anti” gun control

A single-component SPRITE model:

 
θmk = exp(αmrk )

Incorporating soft supervision:

Supervision sm is a function of:
• Survey data (% gun ownership 

in each state)
• Hashtags (#GunControlNow vs

#NoGunControl)

 αm ~ N (sm ,σ
2 )





MOVING FORWARD



Previous section: linking text to population data

Another idea: linking text to individual data

MOVING FORWARD BETTER DATA



Previous section: linking text to population data

Another idea: linking text to individual data

MOVING FORWARD BETTER DATA

Extraversion: Introversion:

Schwartz et al. (2013) Personality, gender, and age in the language of social 
media: the open-vocabulary approach. PLOS ONE.



Previous section: linking text to population data

Another idea: linking text to individual data
• New territory: clinical records

MOVING FORWARD BETTER DATA



How does the web influence medical decision-making?

MOVING FORWARD BETTER DATA
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Observation!Brachytherapy!
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Paul, White, Horvitz (2015) Web search as medical decision support for 
cancer. International World Wide Web Conference (WWW). CS




